K-Means:
We have some basic data about customers like Customer ID, age, gender, annual income and spending score. Spending Score is assigned to the customer based on some parameters like customer behavior and purchasing data. We will try to cluster this data according to these features.
KNN:
A well known data set that contains 150 records of three species of Iris flowers Iris Setosa , Iris Virginica and Iris Versicolor. There are 50 records for each Iris species and every record contains four features, the pedal length and width, the sepal length and width. We are going to use a k-Nearest neighbors algorithm to classify these species based on these four features.
Linear Regression:
Dataset has 2 columns — “Years of Experience” and “Salary” for 30 employees in a company. So in this example, we will train a Simple Linear Regression model to learn the correlation between the number of years of experience of each employee and their respective salary. Once the model is trained, we will be able to do some sample predictions:
.
Logistic Regression:(bank Marketing data):
The data is related with direct marketing campaigns (phone calls) of a Portuguese banking institution. The classification goal is to predict if the client will subscribe a term deposit (variable y).
[bookmark: _l90t2hzb7g6i]Output variable (desired target):
· y - has the client subscribed a term deposit? (binary: 'yes', 'no')


